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Abstract 

 
In our society, different channels are used to express one’s opinion or feelings about a situation, event, product, 

or service. The languages used also differ from one person or region to another. Sentiment analysis is carried out 

to gain a good understanding of the writer’s opinion or feelings. Still, ambiguity in languages affects the result 

when conducting sentiment analysis. The available sentiment lexicon is also negatively impacted due to ambiguity 

problems. In this research, a systematic review of sentiment lexicon disambiguation was carried out. The databases 

used are ScienceDirect, Scopus, Semantic Scholar, and SpringerLink. The first string search that was carried out 

resulted in 89,605 journals, conference papers, and book chapters. An inclusive and exclusive criterion was 

applied, and 61 papers were finally selected for the research. Findings show that ambiguity occurs in most 

available languages and negatively affects the reader’s or audience’s understanding when conducting sentiment 

analysis. We also look at the techniques used to carry out disambiguation and consider their strengths and 

weaknesses. Future research can focus on developing more sentiment lexicons free of ambiguity in low-resource 

languages, which will further help researchers conducting sentiment analysis. 
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1. Introduction 

Sentiment analysis is one area that needs more research in our world. Every minute and second, 

people share their opinions on the internet, books, video, audio, web, and social media such as 

WhatsApp, Facebook, Twitter, Telegram, and many more. The amount of opinion data on the 

internet or in documents is increasing daily, and writers express their likes or dislikes 

differently. Sentiment analysis helps explore feelings, attitudes, and opinions regarding 

products, topics, or discussion issues (Balshetwar et al., 2019). 

 

One of the important steps in sentiment analysis is the building of a sentiment lexicon, which 

contains words that have different meanings (Chang et al., 2021). Generally, we have many 

lexicons, and these lexicons can contain ambiguous words. Not only that, people in the 

education sector, business sector, social media, and so on express their opinions and feelings 

through text, and this text also contains ambiguous words that affect the meaning of what the 

writer is saying. So, it became so important to disambiguate this text as well as the lexicon that 

contains ambiguous words for the result of our analysis to be accurate (Dang et al., 2020; 

Kumar, 2018). 
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Just as sentiment lexicons can be in different languages, ambiguity also occurs in different 

languages, and some researchers have worked on the issue of ambiguity in some languages, 

but this is still an area of concern. Hence, there is a need for more research in this area because 

the ambiguity that exists in these different languages can harm the efficiency, accuracy, and 

robustness of the few available lexica and end up affecting the analysis that the researcher or 

individual is carrying out. Therefore, the process of resolving ambiguous phrases or words that 

exist in a sentiment lexicon is known as "sentiment lexicon disambiguation." Various natural 

language processing techniques, such as word sense disambiguation, part of speech tagging, 

and others, have been used to disambiguate the ambiguous words that exist in the sentiment 

lexicon (Yin et al., 2020). 

 

The structure of the paper is as follows: Section 1 presents an introduction to what the paper is 

all about. Section 2 presents the background and related works. In Section 3, the research 

methodology is discussed. The findings from our research are presented in Section 4. Section 

5 presents a discussion based on the results from Section 4. Section 6 briefly presents the 

limitations of the review work. Finally, the conclusion and further research work are provided 

in Section 7. 

 

2. Background of Study and Related Works 

This section presents some concepts in sentiment analysis and the related works by different 

researchers. Some of these concepts are discussed subsequently. 

 

2.1 Sentiment Analysis 

Sentiment analysis is a subdomain of natural language processing and can detect positive, 

negative, or neutral sentiments in a sentence or text (Mukherjee et al., 2021). Sentiment 

analysis is very important when it comes to decision-making. It helps the decision-makers 

better understand the expression in the text, feedback, and available information. It is also very 

useful in different fields of life, especially when making calculations or identifying and 

expressing sentiment (Amrani et al., 2018). Sentiment analysis can be carried out using three 

methods: machine learning, lexicon-based, and hybrid approaches. Machine learning can be 

supervised, semi-supervised, or unsupervised (Sadia et al., 2018). 

 

2.2 Lexicon disambiguation 

A lexicon may be thought of as a word dictionary that comprises many different words in a 

particular language or as a collection of people's vocabularies. These lexicons may include 

words that repeat themselves and take on many meanings depending on the context in which 

they are used. Various words in various languages, despite having the same spelling, have 

multiple meanings, depending on how they are used. A statement that, depending on how it is 

used, may have two or more interpretations is considered ambiguous in language. Some of the 

types of ambiguity are lexical, pragmatic, anaphoric, semantic, structural, and syntactic. 

Lexical ambiguity deals with a single word's ambiguity. On the other hand, syntactic ambiguity 

is a sort of ambiguity that happens when a certain sentence can be understood in several distinct 

ways. When a word has multiple meanings depending on its context, it is said to be 

pragmatically ambiguous. Anaphoric ambiguity occurs in sentences when words like "it," "I," 

and "so on" are repeated at the beginning of a sentence. (Priya et al., 2021; Kumar, 2018). 

Contrarily, structural ambiguity occurs when a text is unclear due to the way it is organized or 

written (Adenike et al., 2018). Disambiguation is the process of getting rid of ambiguity, and 

when we talk about lexicon disambiguation, we mean getting rid of ambiguity in a lexicon. 
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2.3  Related Work 

Some of the literature review and systematic literature review papers related to sentiment 

lexicon disambiguation over the years are discussed in this section. 

 

Alian et al. (2017) researched the disambiguation of Arabic word senses. Focusing on the 

English and Arabic languages, a review of word disambiguation was carried out. In the review, 

the knowledge-based, unsupervised, and hybrid approaches for Arabic word sense 

disambiguation were discussed, and it was found that the majority of researchers in Arabic 

used different kinds of datasets, e.g., dictionaries, hand-labeled data, etc., of limited size to do 

their research and It was also found that using Arabic WordNet had some issues when 

compared to English WordNet, some of which included noise, precision, and limited coverage. 

Singh and Saraswat (2019) reviewed different techniques used for the disambiguation of 

polysemy words in languages like English, Nepalese, Telugu, Hindi, Sinhala, Tamil, German, 

Kannada, and Malayalam. Various approaches used over the years were also reviewed, and 

approaches like supervised and unsupervised were discussed, as well as how they are used with 

the different languages. Some of their findings are that Hindi and English word sense 

disambiguation started with the advent of the LESK algorithm, and the techniques used evolved 

from information content-based and rule-based algorithms to graph-based and machine 

learning-based techniques. For Malayalam word sense disambiguation tasks, they later evolved 

using Naive Bayes classifiers. 

  

Singh (2021) conducted a review on word sense disambiguation using WordNet, 

IndoWordNet, and other corpora as the primary data resources for different languages. 

According to the review, the majority of word sense disambiguation systems for foreign 

languages use supervised approaches that only support nouns, verbs, and adjectives. Another 

point is that word-sense disambiguation is implemented using knowledge-based and supervised 

algorithms in the majority of Indian languages. According to the review, the supervised 

algorithm outperforms all other techniques when carrying out sentiment disambiguation. It was 

also shown that applying the same technique used to disambiguate to different categories of 

languages causes variations in performance in terms of accuracy. 

 

In a study of the most recent developments in word sense disambiguation, (Bevilacqua et al., 

2021) reviewed the various word meaning disambiguation approaches. The two different types 

of data utilized in word sense disambiguation, such as sense inventories and annotated corpora, 

were explored along with the knowledge-based and supervised approaches. It was also 

discovered that, despite being computationally convenient, when using a discrete sense 

inventory, it prevents scaling to newer and more inventive word uses, which served as a 

limitation. 

  

Yadav et al. (2021) reviewed how ambiguities are resolved in natural language processing. In 

the review, different disambiguation tools and techniques, such as style guides, controlled 

natural language (CNL), knowledge-based approaches, and transfer learning techniques, were 

compared, evaluated, and analyzed. The findings show that some disambiguation tools fail to 

eliminate ambiguities. And another thing that the review shows is that some tools are still 

undergoing further development, and they might be capable of eliminating ambiguities in the 

future. 

 

Mente et al. (2022) reviewed word sense disambiguation and IT approaches to showing 

ambiguities in natural languages. The review showed that WSD is applied in natural language 
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processing such as dialogue, speech synthesis, machine translation, question answering, and 

information retrieval. The review examined different strategies for carrying out WSD, such as 

dictionary and knowledge-based, supervised, semi-supervised, and unsupervised approaches. 

The findings showed that the supervised approach outperformed all or any other approaches. 

  

Kaddoura and Ahmed (2022) also reviewed Arabic word sense disambiguation when it comes 

to natural language processing applications. It was reviewed that Arabic lacks standards and 

diacritics, in addition to a severe lack of resources, which results in ambiguity in some of the 

available Arabic lexicon. A detailed review of studies that addressed word ambiguity using 

various strategies and methods was covered. Some of the word sense disambiguation methods 

used in word sense disambiguation, like supervised, unsupervised, semi-supervised, hybrid, 

knowledge-based, and metaheuristic, have been exploited over the years by researchers to carry 

out word sense disambiguation and have produced good results over the years. 

 

The related works mentioned above concern ambiguity in different languages and 

disambiguation. Our review work will look at different sentiment lexicon disambiguation. It 

has been observed that one of the key factors that affect sentiment analysis and understanding 

of a word or sentence is the ambiguity that exists in the language used to communicate. We 

will further review the effect of this ambiguity, and we will also present the techniques used to 

carry out lexicon disambiguation. 

 

 

3. Research Methodology 

A systematic literature review was carried out to examine different aspects of sentiment lexicon 

disambiguation. This includes the effects of ambiguity on sentiment analysis, the different 

sentiment lexicons available, the approaches used for lexicon disambiguation, and the 

limitations of the existing methods. 

 

3.1 Research Question 

The following research questions are answered: 

Research Question 1: What are the effects of ambiguity in carrying out sentiment analysis? 

Research Question 2: What are the different sentiment lexicons available? 

Research Question 3: What approaches or techniques are used for lexicon disambiguation? 

 

3.2 Search String 

 

The search string process that is good enough for research work involves the combination of 

words or statements that are carried out in a search engine or database to discover related work. 

In this paper, we considered the following search strings: “sentiment analysis” OR “building a 

sentiment lexicon” OR “resolving ambiguities in sentiment analysis” OR “disambiguation in 

sentiment lexicon” OR” approaches to lexicon disambiguation” OR “ambiguities in low-

resource language” OR “ambiguities in natural processing language." These search strings 

were inputted into the ScienceDirect, Semantic Scholar, SpringerLink, and Scopus databases. 

 

 

3.3 Data Sources 

Getting research information from a rich database becomes so important because research work 

in different disciplines is increasing daily, and there is a need to produce quality work to meet 

expectations or stand out. The research databases used were:  
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ScienceDirect: This is a good database that provides access to open-access or subscription-

based papers where students, researchers, teachers, lecturers, and others who need information 

can easily access it. About 1.4 million open-access articles, more than 600 open-access 

publications, 363K topic pages, 43K eBooks, 2,650 peer-reviewed journals, and 19M articles 

and chapters are available in the database. Articles in fields like physical science and 

engineering, health sciences, life sciences, social sciences, and humanities are available. 

  

Scopus: This is also an Elsevier expertly abstract and citation database. It has enriched data 

and was designed to meet the needs of educators, students, researchers, librarians, and 

administrators across the academic community. It covers about 87 million+ documents, 1.8 

billion+ cited references, 17 million+ author profiles, 335K+ books, 7K+ publishers, and 94K+ 

affiliation profiles. Journals in different fields, such as social sciences, life sciences, health 

sciences, physical sciences, etc., are available on the database. 

  

Semantic Scholar: This is a search engine that provides open resources. They are AI-driven, 

free, and content discovery tools that help researchers properly search for the paper they need. 

It has over 207 million academic papers from all fields of science that are useful for researchers 

to use in their work. They collaborate with other publishers such as IEEE, ACM, Scientific.Net, 

Springer Nature, Frontiers, and many more. 

  

SpringerLink: This database provides a platform for researchers to access and discover 

scientific documents in proceedings, journals, series, books, reference works, and protocols. It 

covers various topics from disciplines such as biomedicine, business and management, 

chemistry, computer science, earth sciences, economics, education, engineering, environment, 

geography, history, law, life sciences, literature, materials science, mathematics, medicine and 

public health, pharmacy, philosophy, physics, political science and international relations, 

psychology, social sciences, and statistics. A researcher can browse about 15,022,349 resources 

that contain 8,318,054 articles, 5,050,620 chapters, 1,378,050 conference papers, 701,224 

reference work entries, 70,482 protocols, and 365 videos.  

 

3.4 Data Retrieval 

 

The fact that the most impactful articles can be found in ScienceDirect, Scopus, Semantic 

Scholar, and SpringerLink informed our choices. Seven search strings were used with the 

conjunction of an ‘OR’ boolean between the years 2017 and 2023. The first search string from 

ScienceDirect, SpringerLink, Semantic Scholar, and Scopus gave an output of 6,766, 21,671, 

58,601, and 2,567, respectively. We had a total of 89,605 articles in the first search. 

 

Table 1: Result of the First Search String 

Paper 

Source 

ScienceDirect Semantic 

Scholar 

SpringerLink Scopus Total 

Number of 

Papers 

6,766 58,601 21,671 2,567 89,605 

 

Additional refinement was carried out on the papers; we limited the subject area to computer 

science and engineering. The content type was limited to an article, conference paper, 

conference proceedings, and book. The journal and conference papers were limited by IEEE 

Access, ACL, SEMEVAL, and SSRN. In Scopus, we further filtered it by limiting it to the 1st 

and 2nd quartiles. The total number of 24,449 papers remained, excluding 65,156. 
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Table 2: Result of the Second Search String 

Paper 

Source 

ScienceDirect Semantic 

Scholar 

SpringerLink Scopus Total 

Number of 

Papers 

3,717 2,932 16,592 1,208 24,449 

 

We decided to review the titles to check the relevance of the papers. We excluded 22,523 

irrelevant items at this stage, leaving 1,926.  

Table 3: Result of the Third Search String 

Paper 

Source 

ScienceDirect Semantic 

Scholar 

SpringerLink Scopus Total 

Number of 

Papers 

575  347 654 352 1,926 

 

The abstract, introduction, and conclusion of the papers were read. A quick overview was 

carried out for some papers to ascertain whether the paper was relevant or irrelevant. In the 

end, we had a total of 61 relevant papers. 

Table 4: Final Selection 

Paper 

Source 

ScienceDirect Semantic 

Scholar 

SpringerLink Scopus Total 

Number of 

Papers 

13 27 12 9 61 

 

3.4.1 Inclusion Criteria 

Papers that were published in conferences, workshops, and journals between the years 2017 

and 2023 were included in the search.  

3.4.2 Exclusion Criteria 

The excluded papers were those that were not written in English, those with titles that were 

irrelevant to the research domain, and papers whose introduction and conclusion did not 

support our research topic. 

4. Results 

The research questions served as a guide for carrying out the systematic review. The findings 

from the 61 selected final papers are now presented as answers to the research questions. 

Research Question 1: What are the effects of ambiguity in carrying out sentiment 

analysis? 

Ambiguity is a statement that can be understood in two or more meanings depending on how 

it is used. Some types of ambiguity are lexical, pragmatic, anaphoric, semantic, structural, and 

syntactic. Lexical ambiguity deals with the ambiguity of a single word, which can be 

interpreted in many ways. Syntactic ambiguity, on the other hand, occurs when a particular 

sentence can be interpreted in many different ways. A word is said to be semantically 

ambiguous if that word can be misinterpreted. Anaphoric ambiguity occurs when a phrase 

entity is repeated in a sentence, for instance, the repetition of ‘I’, ‘it’, or any other phase in a 
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sentence. Pragmatic ambiguity occurs when a phrase's context gives it multiple meanings 

(Priya et al., 2021). Structural ambiguity, on the other hand, is when a text becomes ambiguous 

as a result of the arrangement or syntax of the text (Adenike et al., 2018). 

 

Orimaye et al. (2012) pointed out that sentiment analysis still has some constraints due to 

ambiguities in the language, thereby affecting the performance of the sentiment or subjectivity 

analysis algorithms. The semantic ambiguity of a single word in different languages harms the 

robustness of the sentiment analysis. Ambiguity occurs in different areas. For example, 

according to Abdel-Hafiz (2017), some newspaper headlines are ambiguous, affecting readers’ 

understanding. Data used for sentiment analysis can also be collected from different sources, 

such as blogs, online reviews, Facebook, Twitter, YouTube, email, and news forums. Some of 

the data collected from these sources contains ambiguity (Kolajo et al., 2020), which negatively 

affects the results of sentiment analysis algorithms. Also, we need to know that different things 

cause ambiguity; for example, in Arabic, the lack of diacritics in most digital documents causes 

word ambiguity because the same word can appear in different places with different senses 

(Elayeb, 2019). 

  

Ambiguity in language negatively affects the audience’s understanding and the result acquired 

when conducting sentiment analysis. Hence, it is very important to handle the issue of 

ambiguities. Ambiguity occurs in most of the available languages and harms the reader’s or 

audience’s understanding. Unhandled ambiguities result in miscommunication or 

communication failure. 

 

Research Question 2: What are the different sentiment lexicons available? 

A sentiment lexicon, called an opinion lexicon, is a lexical resource used for sentiment analysis. 

A sentiment lexicon is a database or collection of lexical units (phrases, words, word senses, 

sentences, etc.) for a particular language, along with the lexical unit sentiment orientations. 

Another way to see the sentiment lexicon is as a collection of positive or negative words, which 

is called polar. A sentiment lexicon can be constructed manually, although it is time-consuming 

and requires a lot of effort. This construction has four main approaches: crowdsourcing and 

gamification, bootstrapping, machine learning or probabilistic learning approaches, and human 

sentiment coding (Khoo & Johnkhan, 2018). The quality of your lexicon will also go a long 

way in determining the quality of your sentiment analysis (Chang et al., 2021). Some of the 

available lexicons are briefly discussed subsequently. 

  

WordNet: WordNet is a lexical database that was first created in English and therefore contains 

semantic relations between different words in more than two hundred languages. It is the most 

commonly used lexicon resource, and many other lexicons are generated from this lexicon 

(Sadia et al., 2018). For instance, the African WordNet project, which aims to develop 

wordnets for indigenous languages such as isiZulu, Setswana, isiXhosa, Sesotho, Xitsonga, 

Tshivena, Siswati, and isiNdebele (Griesel & Bosch, 2020), and Indo-Aryan WordNet for the 

Gujarati language were derived from WordNet (Vaishnav & Sajja, 2019). WordNets are used 

in different natural language processing applications (Kanojia et al., 2022). 

SentiWordNet: SentiWordNet is hosted inside WordNet and available to the public. According 

to (Mukherjee et al., 2021), this lexicon provides positive, negative, and objective sentiment 

scores for each synset of WordNet, that is, the words in the WordNet. According to Feng et al. 

(2018), SentiWordNet is the most widely used lexicon resource.  

 

BabelNet: The BabelNet lexicon was created by merging Wikipedia, WordNet, and some other 

multilingual lexical resources. This lexicon is also available to the public, and it can be edited 
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by any volunteers, which helps the lexicon provide a wider encyclopedia of knowledge 

(Scarlini et al., 2020; Ayetiran & Agbele, 2018). 

  

SemCor: The SemCor lexicon is another example of a vocabulary resource containing 362 texts 

with over 200,000 words manually tagged with senses from WordNet and part of speech 

(Ayetiran & Agbele, 2018; Mente et al., 2022). 

  

Valence-Aware Dictionary and Sentiment Reasoner (VADER): The VADER English lexicon 

contains English words and their sentiments. VADER can be translated into other languages. 

Oyewusi et al. (2020) used VADER to calculate compound sentiment scores for about 14,000 

Nigerian Pidgin tweets in their research work. Abiola et al. (2023) used VADER to calculate 

text sentiment by collecting the lexical features (words) categorized as positive or negative 

based on their semantic orientation in the text. Bhavsar et al. (2022) used the VADER library 

to evaluate sentimental data from new headlines that were scraped from Google News. 

Different researchers have also constructed sentiment lexicons for low-level language and used 

them during their research. For instance, the DUTIR sentiment lexicon contains 27446 

common Chinese words with sentiment polarity labeled either positive, negative, or neutral 

(Feng et al., 2018). The Urdu sentiment lexicon was created by translating existing sentiment 

lexicons in the English language into the Urdu language. Bilingual dictionaries were used to 

translate the English words. Khattak et al. (2021) also acquired an Urdu corpus of 89,000 tweets 

in Pakistan on the political situation, which they used to build the lexicon. 

 

A few sentiment lexica exist in the Persian language, some of which are the National Research 

Council (NRC) word-emotion association lexicon, Senti_Str, CNRC (customized NRC), etc. 

The NRC word-emotion association lexicon was constructed by directly translating the English 

lexicon into Persian and comprised 9450 words. The Senti_Str lexicon was also derived by 

translating English into the Persian language. The CNRC was constructed from the NRC by 

removing words that do not convey sentiment in Persian, words that correspond to long phrases 

in Persian, and finally, filtering words that were not correct. The CNRC has 2,698 term words 

(Basiri & Kabiri, 2017). 

  

IgboSentilex: IgboSentilex was developed by Ogbuju and Onyesolu (2019). It contains 7,000 

words, of which 2,100 were positive and 4,900 were negative. The words in the Igbo language 

were gotten by translating Liu’s lexicon into the Igbo language. The Igbo language Bible was 

also used to get more positive or negative words in the research. 

  

HindiSentiWordnet: HindiSentiWordnet was developed by translating words in SentiWordNet 

to the Hindi language, and these translated words were arranged based on their parts of speech 

(Kulkarni & Rodd, 2021). 

  

Arabic Root-Based Lemmatiser (ARBL): The Arabic Root-Based Lemmatiser lexicon consists 

of 69 patterns, 3,829 roots, and a set of 346 Arabic words. It consists of 28,760 words with 

sentiment scores of positivity, negativity, or objectivity. The root words are categorized into 

16 groups, and some of the categories are nouns, prepositions, verbs, numerals, and 

conjunctions. The lexicon was developed based on WordNet, SentiWordNet, and an Arabic 

morphological analyzer (Obiedat et al., 2021). 

 

Senti-Foclóir: Senti-Foclóir Lexicon is regarded by Afli et al. (2017) as the first-ever Irish 

language sentiment lexicon. The AFINN-111 lexicon was manually translated from the English 
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language to the Irish language to form the Senti-Foclóir Lexicon. It contained 5,571 words 

when the authors published their research work. 

  

BengSentiLex: BengSentiLex is one of the sentiment lexicons available in the Bengali 

language. The corpus-based approach was used to develop this lexicon, and it also contains 

opinion words that people use in informal communication (Sazzed, 2021). 

  

Marathi WorldNet: Marathi WorldNet was constructed using paradigmatic relations such as 

entailment, hyponymy, synonymy, antonymy, etc. Synsets, or synonym sets, are for verbs, 

adverbs, adjectives, and nouns. Marathi WorldNet is mostly used for natural processing 

languages in the Marathi language (Patil et al., 2020). 

  

SenZi: The SenZi lexicon used existing resources to generate a list of Arabizi sentiment words 

by translating the English words into Arabizi words. The Facebook corpus was used to add 

more words to the lexicon (Tobaili et al., 2019). 

  

SauDiSenti: Al-Thubaity et al. (2018) worked on the SauDiSenti lexicon. This lexicon 

comprises 4,431 words and phrases manually extracted from the Twitter trending hashtags in 

Saudi Arabia. 24% of the words and phrases were made of positive words, while 76% 

comprised negative words and phrases. 

  

According to the research, WordNet was the first lexicon created in the English language and 

is also the one that is most frequently used for sentiment analysis and disambiguation. Many 

lexicons in English and other languages have been derived from WordNet, and researchers still 

require more lexicons in local resource languages. 

  

Research Question 3: What approaches or techniques are used for word disambiguation? 

 

Disambiguating the context of a word is very important in the sense that it helps to improve 

the accuracy of sentiment analysis. After all, one word can mean different things depending on 

the usage domain. One method that has been used to handle ambiguity issues is the addition of 

the word-sense disambiguation process. The word sense disambiguation process is used to 

disambiguate text so the computer can deduce the correct sense of the given words (Abid et 

al., 2017). Word sense disambiguation replaces the ambiguous word based on the sentence’s 

context. Word Sense Disambiguation is applied in many areas, such as sentiment analysis, 

machine translation, information retrieval (IR), and knowledge graph construction (Wang, et 

al., 2020). There are two different approaches to word sense disambiguation: knowledge-based 

approaches and machine learning-based models. The dictionary and knowledge-based 

approaches include the LESK algorithm, selectional preferences, semantic similarity, the 

heuristic method, Walker’s algorithm, overlay of sense definitions, structural approaches, 

genetic algorithms, and more. The machine learning models can be supervised learning (Naïve 

Bayes Method, Decision Tree Method, Logistic Regression, K-Nearest Neighbors, Ensemble 

Methods, Support Vector Machine (SVM) Method, Neural Network Method, Exemplar-Based 

or Instance-Based Learning, AdaBoost, etc.), semi-supervised methods (Bootstrapping, 

Monosemous Relatives, etc.), and unsupervised methods (K-means, Co-event Graphing / 

Hyper-lex Algorithm, Word Clustering, Context Clustering, Co-occurrence Graphs, etc.) 

(Kolajo et al., 2020; Kokane & Babar, 2019; Mente et al., 2022; Patil et al., 2020). Table 5 

lists some of the techniques, their underlying concepts, strengths, and weaknesses that were 

employed to carry out disambiguation. 
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Table 5: Technique for lexicon disambiguation 

TECHNIQUE IDEA STRENGTH WEAKNESS REFERENCES 

LESK 

Algorithm 

The sense of 

the target 

word that 

most closely 

matches the 

context is 

chosen by 

comparing it 

to the senses 

of the other 

words in the 

sentence. 

The ability to 

consider the 

target word's 

context is one 

of its strengths 

and is easy to 

implement. 

 

For terms that 

are poorly 

represented in 

dictionaries and 

other 

knowledge 

sources, it 

might not be as 

useful. 

Kolajo et al. 

(2019), Tripathi 

et al. (2020), 

Mente et al. 

(2022) 

Selectional 

Preferences 

The idea is to 

leverage 

source 

knowledge to 

identify 

meanings and 

learn more 

about 

potential 

connections 

between word 

kinds. 

Word-to-word 

link 

The restricted 

number of 

participant roles 

Mente et al. 

(2022), Choi et 

al.  (2017) 

 

Semantic 

Similarity 

Examine how 

the text's 

words and 

sentences 

relate to one 

another 

semantically. 

It can 

accurately and 

nuancedly 

disambiguate 

words by 

capturing their 

context-

specific, rich, 

and 

complicated 

meanings. 

The semantic 

similarity might 

not be able to 

differentiate 

between several 

meanings of a 

polysemous 

word, determine 

the proper 

interpretation of 

an idiomatic 

expression, or 

distinguish 

between various 

named things 

that have the 

same name, all 

of which could 

have an impact 

on 

disambiguation. 

 

Zhu and Iglesias 

(2018), AlMousa 

et al. (2022) 
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Heuristic 

Method   

The heuristic 

approach is 

based on the 

presumption 

that words 

that 

frequently 

appear in 

similar 

circumstances 

have related 

meanings. 

This method 

can be applied 

when the rules-

based strategy 

is insufficient. 

Since heuristics 

are not based on 

precise rules but 

rather on 

experience, 

there is a chance 

of producing an 

incorrect result. 

Purohit and Yogi 

(2022), 

Bhattacharjee et 

al. (2020), and 

AlMousa et al. 

(2022) 

 

 

Walker’s 

Algorithm 

The idea is to 

decide the 

result for each 

sense by 

choosing the 

synonyms 

that match the 

current 

definition. 

Because it is 

built on 

synonyms, it 

provides great 

resolution. 

It is difficult to 

find synonyms 

that can handle 

the word's 

ambiguity. 

Gidhe and Ragha 

(2018), Purohit, 

and Yogi (2022) 

 

Glossy Overlap identify 

ambiguous 

words' 

semantic 

duplicates 

and, as a 

result, 

identify 

words that 

appear in that 

context. 

The particular 

context and the 

words being 

taken into 

consideration 

determine the 

strength of 

glossy overlap. 

The technique 

employed uses 

glosses of a 

word's several 

senses, which 

might not be 

adequate to 

capture the 

entire range of 

meanings and 

complexity that 

a word has. 

Mente et al. 

(2022) 

Genetic 

Algorithm 

The idea 

behind this 

algorithm is 

to identify the 

word's most 

relevant sense 

in light of its 

context as 

efficiently as 

possible. 

It can swiftly 

and effectively 

search a large 

search space. 

They may 

become trapped 

in local optimal 

states, which 

would prevent 

them from 

discovering the 

overall 

optimum. 

Vaishnav and 

Sajja (2019), 

Bhatia et al. 

(2022) 

 

 

Naïve Bayes It is a 

probabilistic 

method in 

which the 

likelihood of 

correct 

outcomes is 

The capacity to 

effectively 

manage vast 

volumes of 

data. Large 

datasets may 

be processed 

The 

presumption of 

feature 

independence 

may not always 

be accurate, and 

overfitting can 

Pal et al. (2021), 

Maitra et al. 

(2018) 
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higher for an 

accurate 

class. 

with the Nave 

Bayes method. 

happen when 

the algorithm is 

trained on a 

small dataset. 

Decision Tree Based on a 

collection of 

labeled 

training data, 

it constructs a 

tree-like 

model of 

decisions and 

their potential 

outcomes. 

Has the ability 

to manage a 

variety of 

features and 

difficult 

decision-

making 

processes. 

Tend to capture 

simple 

interactions 

between 

variables but 

not complex 

ones, and the 

data tends to be 

over- or under-

fitted. 

Abid et al. 

(2017), Pal et al. 

(2021), and 

Bhattacharjee et 

al. (2020) 

 

 

K-Nearest 

Neighbour  

The 

fundamental 

principle of 

KNN is to 

categorize a 

new instance 

using the K 

nearest 

neighbors' 

class labels in 

the training 

set. 

It can handle 

high-

dimensional 

data and 

perform well 

with both 

linear and non-

linear data. 

It needs enough 

labeled data to 

function 

properly. 

Daeli and 

Adiwijaya 

(2020) 

Ensemble 

Methods 

The idea is to 

integrate 

many models 

to create a 

single, more 

precise 

prediction. 

They can deal 

with situations 

where certain 

models may 

have biases or 

flaws. 

The ensemble 

may not be able 

to considerably 

increase 

performance if 

the basic 

models are very 

similar or have 

a strong 

correlation. 

Patel et al. 

(2021),  

Canale et al. 

(2018), 

Krawczyk and 

McInnes (2018) 

 

Support Vector 

Machine 

It creates a 

hyperplane to 

divide the 

training 

samples into 

positive and 

negative ones. 

It is possible to 

apply it to 

regression or 

classification; 

in fact, it plays 

a crucial role 

in 

classification 

issues. 

Noise in the 

data will limit 

its 

effectiveness. 

Gunawan et al. 

(2023), Pal et al. 

(2021) 

 

Random forest builds several 

decision trees 

as part of its 

ensemble 

learning 

It can manage 

feature spaces 

of many 

dimensions 

When the 

number of trees 

increases, the 

algorithm 

Amrani et al. 

(2018), Fauzi 

(2018) 
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approach to 

classification 

and 

regression.  

 

and 

complexity. 

works 

sluggishly. 

Neural network According to 

the intended 

response, 

employ input 

features to 

divide 

training 

instances into 

separate 

sections. 

It can learn 

complex 

patterns, is 

adaptable, and 

has non-linear 

mapping 

capabilities. 

gradient 

exploding or 

vanishing 

problems  

Mahadevaswamy 

and Swathi 

(2023), Ullah et 

al. (2022), 

Kumar (2020) 

Exemplar-based 

or instance-

based learning 

To generate 

predictions, 

the 

algorithms 

are trained on 

a set of 

particular 

samples. 

The method 

can handle 

large and 

varied data sets 

and provide 

more precise 

predictions. 

More training 

examples are 

required, and it 

is 

computationally 

expensive. 

Jones (2019), 

Kumar, (2018) 

 

AdaBoost The idea is to 

create a 

strong 

classifier; 

therefore, 

numerous 

weak 

classifiers are 

combined. 

It can 

efficiently 

integrate 

multiple 

features to 

generate more 

accurate 

predictions, 

and it can 

handle noisy 

and confusing 

data. 

Even though it 

can handle 

noise, if the 

noise in the 

train data is 

excessive, it 

may end up 

being overfitted 

to the noise. 

Chengsheng et 

al. (2017) 

 

Bootstrapping The idea is to 

automatically 

identify and 

label a larger 

collection of 

unlabeled 

data using a 

small set of 

labeled data. 

It can learn 

from 

incomplete 

data and 

manage 

ambiguity and 

uncertainty in 

language. 

The quality and 

representation 

of the first 

labeled data set 

have a major 

effect on 

determining the 

bootstrapping 

technique's 

accuracy. 

Mente et al. 

(2022), Li 

(2022), Almousa 

et al. (2022) 

 

Monosemous 

Relatives 

The idea is to 

employ a 

group of 

unambiguous 

terms or 

Its capacity to 

use the context 

in which a 

word occurs to 

clear up any 

The approach 

may not be 

successful in 

determining the 

meaning of the 

Bolshina and 

Loukachevitch 

(2020), Mente et 

al. (2022) 
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phrases to 

help explain 

the meaning 

of ambiguous 

words or 

phrases. 

ambiguity 

about its 

meaning. 

statement if the 

context is vague 

or unclear. 

K-means The method 

determines 

which cluster 

center is 

closest to 

each data 

point before 

recalculating 

each cluster's 

center using 

the newly 

allocated 

points. 

In terms of 

computation 

speed, ease of 

use, and 

effectiveness 

One problem is 

its sensitivity to 

the original 

cluster centers 

and its 

inclination to 

converge to the 

local optimum 

instead of the 

global 

optimum. 

Zul et al. (2018), 

Bhattacharjee et 

al. (2020) 

s 

Co-event 

Graphing 

It included 

examining a 

collection of 

texts to find 

related and 

concurrent 

occurrences. 

It can identify 

both the 

implicit and 

explicit 

connections 

between 

events in a 

group of texts. 

The approach 

depends on the 

availability of a 

significant 

corpus of text 

data, which may 

not always be 

the case. 

Kokane and 

Babar (2019) 

Word Clustering Words are 

grouped 

according to 

how 

semantically 

related they 

are. 

It enables the 

recognition of 

word senses 

that 

conventional 

dictionary 

definitions 

could miss. 

Words with 

numerous 

meanings or 

those used in a 

variety of 

settings might 

not work well 

with them. 

Bhatia et al. 

(2022), Maurya, 

and Bahadurv 

(2022), Kumar, 

(2018) 

 

Context 

Clustering 

The concept 

is to classify 

comparable 

words or 

phrases 

according to 

the context in 

which they 

are used. 

It's capacity to 

determine the 

most likely 

meaning of a 

word in a 

specific 

context using 

contextual 

information. 

Larger contexts 

might not be 

taken into 

consideration 

by context 

clustering. 

Kumar, (2018), 

Bhatia et al. 

(2022), Maurya, 

and Bahadurv 

(2022) 

 

 

Co-occurrence 

Graphs 

Co-

occurrence 

graphs can be 

used to infer a 

word's most 

likely 

It captures the 

associations 

between words 

that are 

contextual and 

can help 

The nuanced 

nature of 

language usage 

might not be 

captured by co-

Duque et al. 

(2018), Kumar 

(2018) 
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meaning 

depending on 

the context in 

which it 

appears. 

disambiguate 

their meaning. 

occurrence 

graphs. 

Bag of Concepts Identifies and 

modifies 

ambiguous 

concepts by 

generating a 

source of 

ambiguous 

sentiment 

concepts 

based on 

SenticNet. 

Commonsense 

knowledge can 

increase 

accuracy using 

ConceptNet 

handling to 

overcome lost 

knowledge. 

Do not properly 

handle domain-

specific 

knowledge. 

Rajabi et al. 

(2020) 

 

 

We can see from Table 5 that while several strategies have been used to disambiguate, they 

each have their limitations. To get the most out of the disambiguation algorithms or techniques, 

we may need to combine them. 

 

  

5. Discussion 

 

This review shows that ambiguity in language has a great negative impact on effective 

sentiment analysis. This problem affects the audience’s understanding when listening to or 

reading a write-up or text. One of the factors that causes ambiguity in the language, especially 

in some low-resource languages, is the lack of diacritics in the text document in the English 

language and other languages. So there is still a need for more research to resolve the ambiguity 

problem in low-resource languages in a situation where diacritics are absent. 

 

One factor that affects sentiment analysis is the quality of the lexicon used. Improper building 

of the lexicon has affected sentiment analysis. WordNet is one of the proper lexicons used in 

sentiment analysis, and many other quality lexicons have been built over the years. Some of 

these lexicons are SentiWordNet, BabelNet, HindiSentiWordnet, and many others, but we still 

lack inadequate lexicons in many low-resource languages. Out of over 7,000 languages spoken 

in different parts of the world, there are very few available lexicons in these low-resource 

languages, so more research efforts are encouraged to generate lexicons in low-resource 

languages. 

 

 

A quality lexicon is very important for many reasons. The word sense disambiguation (WSD) 

process has been one of the ways many researchers have used to resolve the issue of ambiguity 

in the sentiment lexicon. WSD is applied in sentiment analysis, machine translation, 

information retrieval (IR), and knowledge graph construction. Many other low-resource 

languages have also adopted WSD to resolve ambiguity in their language and the sentiment 

lexicon built into that language. For example, Hindi, Marathi, and many others have effectively 

used WSD to resolve ambiguity. 
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Many researchers have used different techniques to carry out disambiguation, and even though 

these techniques are effective, they still have limitations that in some way compromise the 

precision of the results. It is important to note that many other approaches can be used to carry 

out disambiguation apart from the one listed in this review, and we also need to manage these 

limitations well to achieve efficiency and accuracy. It is recommended that more research focus 

on these areas. This review has shown us different techniques used for disambiguation and 

some of the lexicons used in carrying out sentiment lexicon. Also, we have come to know that 

the majority of the lexicon that we have was developed for WordNet. 

 

 

6. Limitation of the Research Work 

The papers used for this systematic review were selected based on inclusive and exclusive 

criteria. Some papers might have been useful, but they were not written in English, making it 

difficult for us to review them. We used ScienceDirect, Scopus, Semantic Scholar, and 

SpringerLink in searching for papers, and there are possibilities that some other useful papers 

are available but not in these databases. 

 

7. Conclusion and Further Works 

The fact that sentiment analysis is a growing area of research in the natural processing language 

field makes it a field that we encourage more researchers to explore. One key area that needs 

more attention is solving ambiguity problems. More attention is needed to disambiguation 

because one of the major problems affecting sentiment analysis is ambiguity in most of our 

languages. Disambiguation in the English language has witnessed much research that is 

sometimes worth commending. Still, it is also necessary to conduct more research to resolve 

disambiguation in low-resource languages. The methods or techniques currently used to handle 

ambiguity must also improve to generate more accurate results. 

 

This systematic review has examined some available sentiment lexicons, the effect of 

ambiguity in languages, techniques for lexicon disambiguation, and the strengths and 

weaknesses of the existing techniques used in carrying out disambiguation. In the paper, we 

answered research questions that focused on the effects of ambiguity in carrying out sentiment 

analysis, some of the available sentiment lexicons, and the approaches used in carrying out 

lexicon disambiguation. Future research can focus on developing more sentiment lexicons in 

low-resource languages and solving the ambiguity problems in these low-resource languages. 
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