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Abstract  
This article is concerned with the use of orthogonal polynomials as basis functions to solve fractional order 

Integro-differential equations. Standard collocation method was used. We constructed orthogonal polynomials 

by assuming a quadratic weight function that is positive in the interval of consideration; [0, 1]. The assumed 

approximate function was substituted into the general class of fractional order Integro-differential equations and 

after some simplifications; the resulted equation was then collocated at equally spaced interior points of the 

interval. The resulted system of algebraic equations is solved to obtain the unknown constants. The constants are 

substituted back into the assumed approximate solution to get the required approximate solution. 

 

Keyword: Orthogonal functions, fractional order, Standard collocation method and fractional Integro-

differential equations. 

 

 

1. Introduction 

Most formulations of mathematical models of physical problems lead to linear or nonlinear 

differential equations. Many of these differentials equations do not have analytical solution or 

that their solutions are difficult to find in a closed form. To solve these types of equations, we 

have to employ numerical techniques and numerical standard collocation methods have been 

found to be very useful. The method usually involves evaluating equation at equally spaced 

points to achieve a system of algebraic equations. Several numerical methods to solve 

fractional differential equations and fractional integro differential equations have been given 

by a number of researchers. Atabakzadeh et al. (2012), Hashim et al. (2009), Saadatmandi 

and Dehghan (2010) and Ibtisan (2011) applied Chebychev operational matrix method and 

Homotopy analysis methods to solve various forms of fractional differential equations and 

fractional integro differential equations. Atabakzadeh et al. (2012) particularly used 

Chebyshev operational matrix method to solve multi order fractional ordinary differential 

equations. By using shifted Chebyshev polynomial, they were able to obtain a satisfactory  
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result without linearization. Fukang et al., 2014 used a modified Variational Iteration Method 

and fractional-order Legendre functions method to solve non-linear fractional-order 

differential equations. 

The paper used   Legendre basis functions as operational matrices of orthogonal functions to 

integrate and differentiate fractional differential equations. Mohammed (2014) used Least 

Squares method and shifted Chebyshev polynomial to solve linear fractional integro 

differential equations. Omar (2014) considered fractional integro differential equation as very 

important integro differential equations where the differentiation and the integration 

appearing in the equations are of non-integer order. Omar solved some multi fractional order 

Integro-differential equations using Variation Iterative Method (VIM). Taiwo and Odetunde 

(2013) used Iterative decomposition method to solve multi-term fractional differential 

equation.  

Many other researchers including Taiwo and Uwaheren (2015) employed Collocation method 

to solve different problems of fractional integro-differential equations using Power series, 

Legendre, Chebyshev or Hermite polynomials as basis functions. Yousefi et al. (2017) 

constructed operational matrix of fractional integration of hybrid functions and combined 

the features of the hybrid functions and their operational matrix to reduce fractional 

differential and integro-differential equations to system of algebraic equations to obtain the 

required solution. According to Gradimir (1991), orthogonal functions have received 

considerable attention in dealing with various problems of fractional differential equations. In 

this work, orthogonal polynomial functions are constructed using a quadratic weight 

function, w(t)= t2 + t -1 and applied to solve fractional order Integro-differential equations. 

 

 

1.1 Basic relevant definitions to the work 

Here, we present some basic relevant definitions which are very useful in this work. 
 

 

Definition 1 

Fractional derivative in the Caputo sense is given as 

   The operator is defined by 
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is called Riemann-Liouvilles differential operator of order α for  a ≤ x ≤b. 

 

 

Definition 2: 

Fractional order Integro-differential equation:- The general form of fractional order 

integro- differential equation considered in this paper is given as: 

 

together with the following supplementary condition, y(0) = η and  Dα  is in the Caputo sense 

of the differential integral functions and  α is a parameter denoting the fractional order 

derivative of the function. 

 

A very important property of Dα f(t) is: 

 
 

 

 

Definition 3:  

Orthogonal functions: Two different functions say yn (x) and ym (x) are said to be orthogonal 

if their inner product is zero when n is not equal to m. 
 
 

 

On the other hand, a third function w(x) > 0   exists, then: 
 

 

Then we say that yn (x) and ym (x) are mutually orthogonal with respect to the weight 

function w(x). The construction of our polynomial actually followed the basic procedure for 

obtaining orthogonal polynomials but using a quadratic weight functions. 

1.2 Construction of Orthogonal polynomials 
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Here, we are guided by the conditions of orthogonality of functions yn (x) and ym (x), to 

construct orthogonal polynomials using some basic quadratic weight functions. We state the 

conditions required as follows: Let the orthogonal polynomial be denoted Qn (t), then 
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 where Ci
 (n) is called the orthogonal polynomial coefficients. 

 

The inner product    and  
 

 
 

Taking the inner product of w(t) and Q1 (t), we have  
 

 

Integrating (12) from 0 to 1, we have 

 

 
 

Solving (11) and (13) we have that 

 

 

 

 

 

 

 

 

For n=2 
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Taking the inner product of w(t), Q1 (t) and Q2 (t) 
 

 
 

Integrating (18) from 0 to 1, we have 

 

 
 

Taking the inner product w(t), Q0 (t) and Q2 (t) 
 

 
 

Integrating (20) from 0 to 1, we have 

 

 

Solving (17), (19) and (21) we have 

 

therefore, 

 

For  n = 3 
 

 

 
 

Taking the inner products of w(t), Q0 (t) and Q3 (t) 
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Integrating (25) from 0 to 1, we have 
 

 

 
 

 
 

Integrating (23) from 0 to 1, we have 
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Integrating (29) from 0 to 1, we have 

 

 

Solving (24), (26), (28) and (30), we have 

 

C0
(3) = -1, C1

(3) = 25/2, C0
(3) = - 63/2 and  C3

(3) = 21. 

 

 

Therefore   

Q3(t)=
2

1
 (42t3 – 63t2 +25t -2) and the process continues for 

 

 

The first few terms of the orthogonal polynomial constructed here therefore using the weight 

function w (t) = x2 – x +1, 0 ≤ x ≤1 are given as 
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Equation (32) satisfies the Orthogonal conditions: 
 

< 

 

 

 

 

2. Methodology 

 

The method used here assumed an approximate solution in terms of the constructed 

orthogonal polynomials as the basis functions. The assumed solution is substituted into the 

general class of fractional order integro differential equations and after simplification; the 

resulting algebraic linear equation is then collocated at equally spaced interior points on the 

interval of consideration. Thus the resulting algebraic linear system of equations is then 

solved by maple 18 or by Gaussian elimination method to obtain the unknown constants. The 

constants obtained are substituted into the assumed approximate solution to get the 

approximate solution. Without lost of generality, we assume an approximate solution of the 

form: 

 
 

where ci, i =0 (1) n are unknown constants to be determined and Qi(t) are the orthogonal 

polynomials constructed using the weight function, w(t) earlier mentioned. Substituting (34) 

into (32), we have 

 
 

Thus equation (35) is then simplified further to obtain: 
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where,   Qi (x), i =0 (1) N are the orthogonal polynomials constructed above. 

Equation (36) is then collocated at equally spaced interior interval;  

, to give (N+1) linear equations in (N+1) unknown  

constants which are put in matrix form: 

 
where   

,    

etc. 

 

The (N+1) linear equations are then solved using the Gaussian elimination method or any 

suitable computer package like maple 18 to obtain the unknown constants , 

and these values are then substituted back into the approximate solution to give the required 

approximate solution. 

 

 

3. Numerical Examples 

 

In this section some numerical examples linear fractional integro differential equations are 

presented to illustrate the method. 

 

Example 1: 

 Consider the following fractional integro differential equation: 
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Exact solution is 

  
 

Equation (38) re-written as 

 
 

 

Applying (4) and (34) in (38), with some simplifications, we have 

 
Equation (40) is collocated at equally spaced points of [0, 1], to give 5 linear algebraic 

equations which are then solved to give the unknown constants as: 

 

 
 

These values are then substituted into the assumed approximate solution. After further 

simplifications, we obtained the required approximate solution. 

 

 
 

 

Example 2:  

 

Consider the following fractional integro differential equation: 

 
 

Exact solution is  
 

We rewrite (41) as 

 
 

Applying (4) and (34) in (42), we have 
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Equation (43) is collocated at equally spaced points of [0, 1], to give 5 linear algebraic 

equations which are then solved to give the unknown constants as 
 

 
 

These values are then substituted into the assumed approximate solution. After further 

simplifications, we obtained the required approximate solution. 

 

 

 

Example 3:  

 

Consider the following fractional integro differential equation: 
 

 

Exact solution is .  
 

 Following the same procedure, we have 

 
 

Applying (4) and (34) in (45), we have 
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Equation (46) is collocated at equally spaced points of [0, 1], to give 5 linear algebraic  

equations which are then solved to give the unknown constants as 

 

 
 

These values are then substituted into the assumed approximate solution. After further 

simplifications, we obtained the required approximate solution. 

 
 

 Table 1: showing the results of the method on problem 1 
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Table 2: showing the results of the method on problem 2 

 

 

 

Table 3: showing the results of the method on problem 3 
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4. Conclusion 

 

We applied our constructed orthogonal polynomials as basic functions to solve fractional 

order integro differential equations. Linear fractional order Integro-differential equations 

were solved and the results show a high level of convergence to the exact solution. 
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